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We model portions of the search tree via so-called search constraints. We focus on a particular kind of search constraint, the $k$-discrepancy constraint appearing in discrepancy-based search. The property that a node has an associated discrepancy $k$ can be modeled (and enforced) through a linear constraint. Our key result is the exploitation of the $k$-discrepancy constraint to improve the bound given by any relaxation of a combinatorial optimization problem through the additive bounding technique (Fischetti and Toth 1989). We show how this simple idea can be effectively exploited to tighten relaxations in CP solvers and speed up the proof of optimality by performing a large variety of computational experiments on test problems involving the AllDifferent constraint.

In this view, the additive bounding technique represents a non-trivial link between search and bound. Moreover, such a technique is general because it does not depend on either the AllDifferent constraint or the discrepancy search technique.
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1. Introduction

It is widely recognized that integrating relaxations in constraint programming (CP) solvers leads to improved performance in optimization problems. In particular, relaxations can be used to obtain bounds on the objective-function value, for cost-based filtering (Focacci et al. 1999), and for guiding search (e.g., El Sakkout and Wallace 2000, Focacci 2001, and Milano and van Hoeve 2002, among others). This integration enables one to prune provably sub-optimal branches, thus performing optimality reasoning in CP. The efficiency of optimality reasoning depends largely on the quality of available bounds. If we have several bounding techniques for a given problem, we can simply select the tightest one. However, in this way we exploit only one relaxation structure.

The additive bounding procedure (ABP) partially overcomes this problem. ABP is a general technique for computing accurate bounds for combinatorial problems. It has been proposed by Fischetti and Toth (1989) and effectively applied to the asymmetric traveling salesman problem (Fischetti and Toth 1992).

Roughly speaking, given a set of bounding procedures for a problem $P$, one can apply them in sequence so that the information provided by a procedure is used as an input for the next one. Then, the sum of the solution values of all the procedures is a valid bound for $P$. The only requirement is that each bounding procedure must provide a reduced cost vector used as the cost vector by the next one.

In this paper we show how to exploit this remarkable technique when limited discrepancy search (LDS, Harvey and Ginsberg 1995) and domain splitting are used. Given a heuristic that provides a ranking of values in the variables' domain, LDS is an effective search strategy that "trusts" the heuristic. More precisely, a discrepancy is a branching decision that does not follow the suggestion of the heuristic. Thus, the LDS strategy explores the overall tree so that subtrees with lower discrepancy are considered first. LDS is currently available in many commercial CP solvers since it has proven to be effective in practice.

We have applied LDS together with domain splitting (e.g., Focacci 2001). At each node, a variable is selected and its domain is partitioned into two parts according to a ranking given by the heuristic: the good domain part containing promising values (suggested by the heuristic) and the bad domain part (containing the remaining values). In the resulting search tree, the property of a leaf to have an associated discrepancy value $k$ can be modeled (and enforced) through a constraint, called the $k$-discrepancy constraint. Its declarative semantics state that exactly $k$ variables assume a value in their corresponding bad domain.

The key idea is to use the $k$-discrepancy constraint and the additive bounding procedure together.
to accelerate the proof of optimality. Such an idea can be interpreted as a link between search and bound, i.e., the exploitation of the structure of the search tree for tightening the bound. Such a link is generally exploited trivially: when the domain of a variable is reduced to a single value, then the bound is re-computed. In fact, we aim at showing that stronger links result in stronger propagation. In this paper, we give computational evidence that the idea is also useful in practice by considering test problems in which the widely used AllDifferent constraint is part of the CP model. A classical combinatorial relaxation of such a constraint is the famous linear assignment problem for which effective special-purpose algorithms providing reduced costs are available. However, the proposed approach is not limited to AllDifferent, and any combinatorial relaxation of a global constraint can be used together with LDS.

On the other hand, the additive bounding technique could be applied in CP in a variety of different ways. In particular, the CP modeling framework is based on overlapping global constraints, so it immediately comes to mind that exploitation of a sequence of combinatorial relaxations (possibly corresponding to different global constraints) through the additive bounding technique could result in stronger bounds computed in reasonable computing times. Moreover, the link between search and bound discussed here does not depend on LDS techniques but can be generalized to different search strategies whose generated sub-trees can be modeled by linear constraints. (Those issues are discussed in detail in §7.2.)

In the next section some preliminaries on reduced costs, additive bounding, and Limited Discrepancy Search are given. In §3 the link between search and bound is discussed mainly by presenting the additive bounding technique in conjunction with LDS, and by reviewing some existing methods. Section 4 focuses on the AllDifferent case, while §5 discusses specific test problems. Computational results are given in §6 showing the effectiveness of the proposed approach both as an enhancement in the LDS context (§6.3) and with respect to other relaxation methods from the literature (§6.4). Finally, additional remarks, extensions and conclusions are discussed in §7.

2. Preliminaries
Preliminaries on reduced costs, additive bounding, and LDS are discussed in the following two sections.

2.1. Reduced Costs and Additive Bounding
The reduced costs are computed as a result of the solution of a linear program. They come from duality theory and can be intuitively explained as follows. When the optimal solution of the linear program is computed, each value $\bar{c}_j$ in the reduced-cost vector can be seen as the cost that should be added to the optimal solution when the value of the corresponding variable $x_j$ increases by one unit, i.e., variable $x_j$ becomes part of the basis. The reduced-cost vector is such that $\bar{c}_j \geq 0$ for all variables $x_j$.

The additive bounding procedure (Fischetti and Toth 1989) is an interesting and effective technique for computing bounds for combinatorial optimization problems. Intuitively, an additive bounding procedure consists of solving a sequence of relaxations of a problem $P$, each producing an improved bound. With no loss of generality, we consider here minimization problems.

More formally, we consider a problem $P$ whose general form is:

$$\begin{align*}
    \min z &= c^T x \\
    Ax &\geq b \\
    x &\geq 0 \\
    x &\text{ integer}
\end{align*}$$

where $c$ is a cost vector, $x$ is a solution vector, $A$ is a coefficient matrix, and $b$ is the right-hand side vector. We suppose we have a set of bounding procedures $B_1, \ldots, B_{mr}$ for $P$. We denote as $B_i(c)$ the $i$th bounding procedure when applied to an instance of problem $P$ with cost vector $c$. For $k = 1, \ldots, nr$, the bounding procedure $B_k$ returns a lower bound value $LB_k$ and a reduced-cost vector $\bar{c}_k$. This reduced cost vector is used to “feed” the next bounding procedure $B_{k+1}$, i.e., $B_{k+1}(\bar{c}_k)$, as shown in Figure 1. The sum of the bounds $\sum_{i=1}^{nr} LB_i$ is a valid bound for problem $P$ (Fischetti and Toth 1989). Based on the definition of reduced costs, the validity of ABP is intuitive. Indeed, a single reduced-cost value $\bar{c}_j$ of a variable $x_j$ is (a rather weak) lower bound on the increase of the objective function when the corresponding variable is forced into the basis (for the sake of simplicity) at value 1 and the linear program must be reoptimized. Thus, given the integer program
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values in the domain variables through LDS. We assume that our heuristic ranks the with additive bounding.

An important concern is the search strategy that we use, and it is particularly interesting when connected to the change needed to reoptimize the previous solution. When adding the $k$-discrepancy constraint, we obtain

$$\min c^T x \mid Ax \geq b, x_i = 1, x \geq 0, x \in \mathbb{R}$$

the search heuristics. In general, branching decisions are imposed to take into account constraints violated by the relaxation. As an example, if we have a linear relaxation, the traditional branching strategy used in integer programming chooses a fractional variable and imposes two constraints removing that fractional value. Another example is to use the sub-tour-elimination strategy when solving an assignment problem as a relaxation of the asymmetric traveling salesman problem. This is not the only possibility. Indeed, reduced costs are often used to guide the search so promising values are considered and explored first.

Exploitation of the information in the other direction, i.e., from the search strategy to the bounding procedure, is generally trivial. In integer programming, e.g., the linear relaxation is usually enriched by the search constraint(s) and resolved. This can be clearly done in CP as well, but when the relaxation has some combinatorial structure it may be not a good idea. We exploit the search constraint associated with a discrepancy-based technique in a more sophisticated way, through additive bounding.

More precisely, suppose that we have a reference assignment $X$ suggested by the heuristic and that we can represent the search tree at discrepancy $k$ with a linear constraint, the $k$-discrepancy constraint, stating that all solutions belonging to that tree should differ from $X$ in exactly $k$ assignments. This linear constraint can be added to the problem model to tighten a relaxation, e.g., the linear one. In particular, we consider three alternative methods to enrich the relaxation with the discrepancy information. In §3.1 we introduce a new effective method, the additive bounding technique. In §3.2 we also present the straightforward method of adding the discrepancy constraint to the linear relaxation and the more sophisticated method of relaxing the discrepancy constraint in a Lagrangean way. The three methods are computationally compared in §6.4.

Often, practical use of discrepancy-based search imposes that, during the proof of optimality, the search method is switched to depth-first search (DFS, see, e.g., Korf 1996 and Zhang 2000) since proving infeasibility of large discrepancy sub-problems could be time consuming. Exploiting $k$-discrepancy constraints enables us to improve the bound, and, provided that the search constraint is exploited within the additive bounding framework, we are allowed to stop the search as soon as such a bound guarantees that no better solution can be found. More precisely, when adding the $k$-discrepancy constraint, we obtain a bound worse than the current best feasible solution, and not only can we prune the tree at discrepancy $k$ but also all trees at discrepancy greater than $k$. This result will be described more in detail in §3.3 where

2.2. LDS and Its Variants

An important concern is the search strategy that we use, and it is particularly interesting when connected with additive bounding.

We restrict our attention to binary trees explored through LDS. We assume that our heuristic ranks the values in the domain variables $x_i \forall i \in [1, \ldots, n]$ that are split into two sets: a set $\mathcal{B}_i$ containing the values in the domain that are likely to correspond to good solutions and a set $\mathcal{R}_i$ for the values in the domain that are supposed to correspond to bad solutions. At each node, on the left branch we force the variable to range on the corresponding $\mathcal{R}_i$, and on the right branch on $\mathcal{B}_i$.

Then, the strategy we use is a two-step search: the first step concerns sub-problem generation where the variables are forced to range on one domain partition, while the second step concerns sub-problem solution. The tree is explored through an LDS. Thus, the first sub-problem generated has all variables ranging on the good domain part, then sub-problems are generated for increasing discrepancies. For discrepancy $k$, we have exactly $k$ out of $n$ variables that range on the good domains, while the remaining on the good one.

This search strategy has been successfully applied to the traveling salesman problem with time windows with a reduced cost based domain partitioning (Milano and van Hoeve 2002) and is theoretically and experimentally evaluated in van Hoeve and Milano (2003). We refer to it in the following as discrepancy-based search (DBS).

3. Linking Search and Bound

Exploration of the search tree and the bounding procedure are usually linked during the solution of an optimization problem. Often, the information coming from the bounding procedure is exploited to guide
we show that this pruning capability depends on the 
way in which the discrepancy constraint is exploited.

One may see the use of the AB technique herein 
as an enhancement to improve the capability of DBS 
to prove optimality (alternative uses of the additive 
bounding idea are discussed throughout the paper 
and recapped in §7.2). In a way, the hybrid method 
in which one switches to DFS after a few discrepancy 
values is another of such enhancements. Comparison 
of these two strengthening approaches will be dis-
cussed in §6.5.

3.1. Additive Bounding and DBS

Without loss of generality, we consider a minimiza-
tion problem $P$ defined on variables $X_1, \ldots, X_n$ 
whose domains are denoted as $D_1, \ldots, D_n$ and whose 
costs are $C_1, \ldots, C_n$. Each time a relaxation is inte-
grated in a CP solver, a mapping is needed that defines a 
correspondence between CP variables and relaxation 
variables. We consider here linear programming (LP) 
relaxations, and we assume that binary variables are 
mapped to CP domain values as follows. A classical 
method for improving the bound of $P$ (by taking into 
account constraints (5) and (6) and without relevant 
increase in the computational effort. This framework 
is indeed the additive bounding procedure, and this 
result is stated by the following theorem.

**Theorem 1.** Suppose that we have a relaxation $R(P)$ 
providing a lower bound $LB$ and a reduced cost vector $\bar{c}$. 

The problem 

$$\sum_{i=1}^{n} \sum_{j \in D_i} x_{ij} = k$$

$$x_{ij} \in \{0, 1\}$$

where constraints (5) express that at most one value 
in the $\bar{b}$ set of each original variable $X_i$ must be 
considered, while constraint (6) forces that exactly $k$ 
of the constraints (5) must be tight.

Obviously, these constraints can be simply added to $R(P)$, 
being valid for the defined sub-
problem. Indeed, taking into account constraints (5) 
and (6) in each node of the search tree would improve 
the lower bound obtained by considering only the 
constraints expressed by $R(P)$. However, if the relax-
ation $R(P)$ is solved through a special-purpose tech-
nique, it means that it has a special structure that is 
lost when the above constraints are added.

Thus, we are looking for a clean and general frame-
work for improving the bound of $P$ by taking into 
account constraints (5) and (6) and without relevant 
increase in the computational effort. This framework 
is indeed the additive bounding procedure, and this 
result is stated by the following theorem.

**Theorem 1.** Suppose that we have a relaxation $R(P)$ 
providing a lower bound $LB$ and a reduced cost vector $\bar{c}$. 

Problem 

$$\min z = \sum_{i=1}^{n} \sum_{j \in D_i} \bar{c}_{ij} x_{ij} \quad (5), (6), (7)$$

(8)

can be optimally solved in $O(n^2)$ time, $z^k$ being its 
optimal value, and $LB^k = LB + z^k$ is a valid lower bound for 
problem $P$ when a $k$-discrepancy constraint is imposed.

**Proof.** The optimal solution $z^k$ can be easily 
obtained through the following simple algorithm: 
(a) compute the smallest reduced cost $\min_{i \in [1, n]} \bar{c}_{ij}$ for 
each $i \in [1, n]$; (b) sort the $n$ obtained reduced 
costs; and (c) select the $k$ smallest ones. The time com-
plexity of phase (a) is trivially bounded by $O(n^2)$, 
being the most expensive one since phase (b) (resp., 
(c)) requires only $O(n \log n)$ (resp., $O(n)$) time. 
Concerning the validity of the bound, it is trivially guar-
anteed by the additive argument since both $R(P)$ 
and the problem (4)–(7) involves (disjunct) relax-
ations of $P$, plus the $k$-discrepancy constraint. Finally, 
ote that the time bound is obtained assuming that 
max $|D_i| \leq n$. □

As already pointed out, the above result is per-
fectly general and independent of the relaxation $R(P)$ 
considered, so it can be used with any other global 
constraint. Alternative methods using the search con-
straint, e.g., the linear relaxation, are discussed in the 
next sections. However, use of structured relax-
ations (and special-purpose algorithms to solve them) 
is often appealing (see, e.g., Focacci et al. 2003), and 
the additive procedure, when DBS is exploited, 
provides a clean and efficient improvement.
3.2. Alternative Use of the Search Constraint

The additive bounding procedure is not the only way of taking into account the \( k \)-discrepancy constraint, and, more generally, any branching constraint. Obviously, there are problem-specific ways; for example, in the asymmetric traveling salesman problem, branching on sub-tours can be efficiently handled by modifying the cost matrix accordingly (Carpaneto et al. 1995).

More generally, the \( k \)-discrepancy constraint can be taken into account rather simply if the considered relaxation is linear since, as shown in the previous section, such a constraint has a nice linear representation as well. However, as anticipated, when the relaxation is solved through a special-purpose algorithm exploiting its structure, addition of the \( k \)-discrepancy constraint usually destroys such a structure. This motivates the use of the additive bounding idea, but another possibility is that of using Lagrangean relaxation. To this end, we consider again the relaxation as well. However, as anticipated, when the relaxation is solved through a special-purpose algorithm exploiting its structure, addition of the \( k \)-discrepancy constraint usually destroys such a structure. This motivates the use of the additive bounding idea, but another possibility is that of using Lagrangean relaxation. To this end, we consider again the relaxation introduced in the previous section by assuming that there exists a special-purpose algorithm to solve it.

In particular, we adopt a slight modification of the Lagrangean-relaxation framework proposed by Focacci et al. (2002):

(a) solve the linear relaxation involving \( R(P) \) plus the \( k \)-discrepancy constraint each time a new discrepancy constraint is enforced (i.e., each time a new sub-problem with increased discrepancy is considered);
(b) dualize the \( k \)-discrepancy constraint by using as a Lagrange multiplier, say \( \lambda \), the value of the dual variable associated with the constraint (as computed by the general-purpose simplex-type LP solver);
(c) fix the value of \( \lambda \) in the sub-tree associated with \( k \) and solve, as soon as it is necessary, the relaxations \( R(P) \) on the modified cost vector of step (b), with the special-purpose algorithm.

Note that the \( k \)-discrepancy constraint is the only one that needs to be dualized if and only if the combinatorial relaxation \( R(P) \) implies constraints (5). This is true whenever \( R(P) \) takes into account the variable mapping (1)-(3).

The above framework obviously does not depend on \( R(P) \), but it can be applied easily by specializing it with any structured relaxation allowing a linear-programming representation and a special-purpose solver.

A computational comparison between the additive bounding approach and these alternative methods is reported in \$6.4$.

3.3. Monotonicity of the Bound

Before closing this section, which has been devoted to the various ways of using the discrepancy constraint to obtain an improved bound, an important observation is needed.

We have to take into account the linear program obtained by enhancing the relaxation \( R(P) \) of our problem \( P \) at discrepancy \( k \) with constraints (5), (6), and the relaxed version \( x_{ij} \in [0, 1] \) of constraints (7). Optimizing the linear objective function (4) over such a polytope gives us a valid lower bound \( L^k \) for the sub-tree defined by the \( k \)-discrepancy constraint. However, there is no dominance relation between this bound and the one obtained at discrepancy \( k+1 \). In other words, if, using the linear-programming relaxation, we encounter a discrepancy \( k \) such that \( L^k \geq UB \), where \( UB \) is the incumbent solution value, then we are not allowed to conclude that \( L^h \geq UB \), \( \forall h = k + 1, \ldots, n \). Thus, we should in principle consider all the sub-trees for \( k = 1, \ldots, n \). This behavior can be improved by weakening \( L^k \) by considering equality (6) in "\( \geq \)" form, \( \sum_{i=1}^{n} \sum_{j \in \mathcal{B}} x_{ij} \geq k \). It is trivial to see that this latter bound \( L^k \) is indeed monotone, and computing it at the root of each discrepancy \( k \) allows us to prune the sub-trees with \( h > k \) once \( L^k \geq UB \) is verified for some value of \( k \).

The precise algorithm if one wants to use the linear relaxation requires us to compute two bounds \( L^k \) and \( \hat{L}^k \) for each discrepancy \( k \), where the former is used to prune within the sub-tree at discrepancy \( k \), while the latter prunes the following sub-trees.

On the other hand, this is not true for the bound \( LB^k \) computed through additive bounding. In fact, such a bound is, by construction, monotone in \( k \) since every time only problem (8) is solved, i.e., the reduced costs computed at the root node are added one after the other (in non-decreasing order) to the relaxation with the increase of \( k \). (Recall, indeed, that \( c_{ij} \geq 0, \forall x_{ij} \).

Thus, as soon as \( LB^k \geq UB \) for some value of \( k \), all sub-trees with \( h > k \) are immediately pruned.

4. Application to the AllDifferent Constraint

It was shown in the previous section how to exploit additive bounding for improving a combinatorial relaxation in the presence of a DBS constraint. To prove the effectiveness of this framework, we consider the general case of problems modeled using the AllDifferent constraint. It is well-known that the ILP model of the AllDifferent is the classical linear assignment problem (AP, see, e.g., Dell’Amico and Martello 1997a), provided the possible addition of dummy variables. Since the AP can be solved in polynomial time by special-purpose algorithms, using the AP as a combinatorial relaxation is particularly suited in this context.

The following is a general CP model of any problem containing the AllDifferent constraint and to which
is added the discrepancy constraint needed to perform DBS:

$$\min \sum_{i \in N} C_{ix} \quad (9)$$

subject to

- AllDifferent(X)
- AnySide_cst(X)
- Discrepancy_cst(X, B, k) \quad (10) \quad (11) \quad (12)
- $$X_i \in D_i \quad \forall i \in N$$ \quad (13)

where $$D_i \subseteq N$$ and $$N = \{1, \ldots, n\}$$.

Using the same mapping introduced in §3.1, and for the sake of simplicity defining a directed graph $$G = (N, A)$$ where arc $$(i, j) \in A$$ if and only if $$j \in D_i$$, problem (9)–(13), denoted by $$P^{gen}$$, maps into the following ILP formulation:

$$z(P^{gen}) = \min \sum_{i \in N} \sum_{j \in N} c_{ij} x_{ij} \quad (14)$$

subject to

- $$\sum_{j \in N} x_{ij} = 1, \quad i \in N$$ \quad (15)
- $$\sum_{i \in N} x_{ij} = 1, \quad j \in N$$ \quad (16)
- AnyLinearSide_cst(x) \quad (17)
- $$\sum_{i \in N} x_{ij} = k$$ \quad (18)
- $$x_{ij} \in \{0, 1\}, \quad \forall (i, j) \in A$$ \quad (19)

where (5) is redundant due to (15) and (18) is an equivalent linear formulation of (11).

4.1. A First Approach

A first lower bound is easily deduced from $$P^{gen}$$ since the relaxation of constraints (17) and (18) directly yields the formulation of the assignment problem. Since the AP can be efficiently and incrementally solved through the well-known Hungarian algorithm (e.g., Carpaneto et al. 1988), one would not like to change this structure even if one would like to take into account, at least partially, branching constraints.

In this context, we consider k-discrepancy (branching) constraints, and we use the output of the Hungarian algorithm, $$(z^*(AP), \tilde{c})$$, to define problem $$P'$$ as (8), whose optimal solution can be computed as follows:

(a) Compute the smallest reduced cost $$\min_{j \in N} \tilde{c}_{ij}$$ \forall $$i \in N$$;

(b) Sort the |N| obtained reduced costs; and

(c) Select the k smallest ones, say $$\tilde{c}_1, \ldots, \tilde{c}_k$$.

The improved bound is then $LB' = z^*(AP) + \sum_{k=1}^k \tilde{c}_{ij}$ and the time complexity of this improvement is $$O(n^2)$$.

4.2. Better Exploiting the Structure

The method described in the previous section does not take into account the structure of the AP but only the fact that the AP can be solved through an algorithm that provides reduced costs. In fact, the structure of the AP can be efficiently exploited to improve the integration of k-discrepancy constraints. Formally, the following new relaxation, called the k-cardinality assignment problem (k-AP), can be defined as

$$z(k-AP) = \min \sum_{i \in N} \sum_{j \in N} c_{ij} x_{ij}$$

subject to

- $$\sum_{i \in N} x_{ij} \leq 1, \quad i \in N$$ \quad (20)
- $$\sum_{i \in N} x_{ij} = k$$
- $$x_{ij} \in \{0, 1\}, \quad \forall (i, j) \in A$$

The k-AP is a relaxation of $$P^{gen}$$ (14)–(19) where the constraint (17) has been removed, the degree constraints of both (15) and (16) are relaxed to the "$\leq"$$ form, and constraint (6) is relaxed to (20) by summing also on the variables $$x_{ij}$$ such that $$j \in G_i$$. The k-AP was introduced by Dell’Amico and Martello (1997b) and can be solved in polynomial time by both primal and dual algorithms (Dell’Amico et al. 2001).

Since k-AP is another relaxation of the problems we obtain at each node of the branching tree by imposing a k-discrepancy constraint, we now have two combinatorial relaxations, and we can make them co-operate through the additive bounding procedure. Specifically, we can use the AP relaxation first, and then "feed" the k-AP with the reduced-cost vector $$\tilde{c}$$. This procedure turns out to change the k-AP we defined before: since $$\tilde{c}_{ij} \geq 0, \forall (i, j) \in A$$, the variables $$x_{ij}$$ such that $$i \in N, j \in G_i$$ can be disregarded (i.e., set to 0) because in the original k-discrepancy constraint (6) they are not considered. This induces a sub-graph $$G' = (N, A')$$ where $$A' = \{(i, j) \mid j \in G_i\}$$ and the definition of the following problem, k-AP', which is also a valid relaxation of $$P^{gen}$$ when used as a second bound:

$$z(k-AP') = \min \sum_{(i, j) \in A'} \tilde{c}_{ij} x_{ij}$$

subject to

- $$\sum_{(i, j) \in A'} x_{ij} \leq 1, \quad i \in N$$ \quad (20)
- $$\sum_{(i, j) \in A'} x_{ij} = k$$
- $$x_{ij} \in \{0, 1\}, \quad \forall (i, j) \in A'$$

The improved bound is then $LB' = z^*(AP) + z^*(k-AP')$.
5. Test Problems
In order to validate the ideas proposed in this paper, we need to address optimization problems involving the AllDifferent constraint. We run experiments on three such problems, namely, the very well-known asymmetric traveling salesman problem (ATSP), and two natural and difficult extensions of the assignment problem.

5.1. Asymmetric Traveling-Salesman Problem
The ATSP is a well-known combinatorial optimization problem, and the CP models presented for this problem (except for the $k$-discrepancy constraint (23)) are generally variations of

$$\min \sum_{i=1}^{n} C_{X_i}$$

s.t. 

1. AllDifferent($X$)  
2. NoSubTour($X$)  
3. $C_i \geq L$  
4. $\text{Discrepancy}_cst(X, \emptyset, k)$  
5. $X_i \in \{1, \ldots, n\} \ \forall i \in \{1, \ldots, n\}$

The $X$ variables used in this model are successor variables, which means that $X_i$ takes the value of the node directly visited after node $i$. The AllDifferent constraint (21) is used to express conservation of flow in the network. Since the nature of the decision variables already enforces that each node has exactly one outgoing arc, we need only make sure that it also has exactly one ingoing arc. To do so, it is necessary to ensure that no two nodes have the same successor, which is the role of the AllDifferent constraint. The NoSubTour constraint (22) (see, e.g., Pesant et al. 1998) enforces connectivity of the solution by preventing cycles that are not Hamiltonian, i.e., do not involve all nodes. Constraint (23) is used to perform DBS by imposing that exactly $k$ variables $X$ take their values in their respective $\emptyset$ sets. This problem maps into $P_{\text{gen}}$ (14)–(19) by substituting (17) with (22).

As in many other cases in the literature, the pure ATSP is used in this context as a useful setting for comparing different techniques without the aim of improving on state-of-the-art results. However, a preliminary version of integration of DBS and additive bounding has been successfully applied to an ATSP time-constrained variant (Milano and van Hoeve 2002).

The set of ATSP instances we used were based on the ones proposed by Cirassella et al. (2001). They are 12 different classes of instances all presenting different cost structures. We used the random generator provided at http://www.research.att.com/~dsj/chtsp/.

5.2. Lower Assignment Problem
The lower assignment problem (LAP) is a simple assignment problem enriched with an additional constraint imposing a lower bound on the objective. This problem can be formulated by the following CP model:

$$\min \sum_{i=1}^{n} C_{X_i}$$

s.t. 

1. AllDifferent($X$)  
2. $\sum_{i=1}^{n} C_{X_i} \geq L$  
3. $\text{Discrepancy}_cst(X, \emptyset, k)$  
4. $X_i \in \{1, \ldots, n\} \ \forall i \in \{1, \ldots, n\}$

Each assignment of a value $j$ to a variable $X_i$ incurs the cost $C_{ij}$, and the objective function (24) is the minimization of the sum of these costs over all variables. The lower bound on the objective is defined by (26), the AllDifferent constraint is expressed in (25), and the discrepancy-based search is imposed by (27).

This problem maps onto $P_{\text{gen}}$ (14)–(19) by substituting (17) by the linear equivalent of (26).

It is not difficult to prove the following result:

**Theorem 2.** LAP is NP-hard.

**Proof.** The proof uses a reduction of the minimization version of the classical subset-sum problem to LAP. The minimum subset sum is the following problem:

$$\left\{ \min \sum_{j=1}^{n} c_{ij}, \sum_{j=1}^{n} c_{ij} \geq L, x \in \{0, 1\}^n \right\},$$

and the reduction requires the construction of a bipartite graph $G = (U \cup V, W)$ with $|U| = |V| = 2n$ (i.e., $4n$ vertices numbered as $U = \{1, \ldots, 2n\}$ and $V = \{2n+1, \ldots, 4n\}$) and $|W| = 4n$ such that:

1. $c_{ij, 2n+j} = c_{ij, 3n+j} = 0 \ \forall j = \{1, \ldots, n\}$,
2. $c_{ij, 2n+j} = 0, c_{ij, 3n+j} = 0 \ \forall j = \{n+1, \ldots, 2n\}$.

Optimally solving the LAP on such a graph solves the minimum-subset-sum problem, thus proving the result. $\square$

Depending on the value of $L$, LAP can be very difficult to solve even for small values of $n$. Indeed, the trivial combinatorial relaxation for LAP is the AP and the computational complexity lies in the fact that this bound can be very poor. More precisely, if $L$ is more than a few percent greater than the optimal solution of the AP, then the optimality gap becomes very hard to close. Furthermore, when $L$ increases, the quality of the information provided by the AP bound (for instance to guide the search or to perform reduced-cost-based filtering, Focacci et al. 1999, 2003) decreases. This additional constraint (26) can thus be seen as an abstraction of any set of unstructured combinatorial constraints that make solutions near the
lower bound infeasible and that cannot be treated by
any special algorithm or global filtering constraint.
To generate instances of this problem, we reused
the ATSP instances previously described. In the orig-
inal instances, the costs associated with diagonal
entries of the matrix \(C_{ij}\) are set to 0 since these
assignments are forbidden by the ATSP definition.
We modified these entries by setting them to \(+\infty\) to pre-
vent the AP optimal solution to be constituted only
of self assignment \((X_i = i)\) and have an objective of 0.
Finally, following the previous discussion, the value of
L is set by using the value of the AP relaxation. As
mentioned, values of L too close to the AP value make
the problem too easy to solve (and not interesting),
while too high values of L tend to generate very hard
problems. For the present experimentation L was set
to a value of 10% above the relaxation value, yielding
difficult but computationally solvable problems.

5.3. Resource-Constrained Assignment
The resource-constrained assignment problem (RCAP)
implies over the traditional AP a constraint limiting the
consumption of a certain resource. This problem is
described by the following CP model:

\[
\begin{align*}
\min & \sum_{i=1}^{n} C_{iX_i} \tag{28} \\
\text{s.t.} & \quad \text{AllDifferent}(X) \\
& \quad \sum_{i=1}^{n} R_{iX_i} \leq M \tag{30} \\
& \quad \text{Discrepancy_cst}(X, \mathcal{R}, k) \tag{31} \\
& \quad X_i \in \{1, \ldots, n\} \quad \forall i \in \{1, \ldots, n\}
\end{align*}
\]

Each assignment of a value \(j\) to a variable \(X_i\) still
incurs the cost \(C_{ij}\) to the objective functions (28) but
also consumes a resource \(R_{ij}\), of which there is a lim-
ited amount \(M\) (constraint (30)); the AllDifferent
constraint is expressed in (29); and the discrepancy-based
search is imposed by (31). This problem also maps
into \(P_{gen}\) (14)-(19) by substituting (17) by the linear
equivalent of (30). Due to the addition of a knapsack-
like constraint, RCAP is obviously NP-hard.

To generate RCAP instances we again reused the
ATSP instances previously described. To define the \(R\)
(resource) matrix we used the distance matrix of the
Solomon TSP with time-window-clustered instance
C101 (Solomon 1987). The challenge was then to set \(M\)
to a value that was neither too constraining nor too
easy. After a few experiments, this was achieved by
first solving an AP on the \(R\) matrix and then setting
\(M\) to 4 times the value of this AP optimal solution.

6. Computational Experiments
We ran two different sets of experiments. First, we
compared on the test problems presented in the pre-
vious section the performance of traditional DBS
with the two variants using additive bounding as an
enhancement. The results are reported in §6.3. Sec-
ond, we considered additional methods of taking into
account the \(k\)-discrepancy constraint to improve the
bound and we computationally compare them in §6.4.
Before describing the results we give some details on
the implementation.

6.1. Implementation Details
The search strategies used to solve the problem are
the typical branching schemes of CP. The variables are
dynamically ordered using the simple first fail criteria
of increasing domain sizes. Once a variable is selected,
it is fixed to the value of its domain, which seems the
most promising with respect to the objective function.
For these applications, we have chosen the reduced
costs as a quality criterion and we thus branch on the
value \(j\) of \(D_i\) associated with the minimum reduced
cost \(\bar{c}_j\). Reduced costs are also used to partition \(D_i\)
into \(\mathcal{S}_i\) and \(\mathcal{B}_i\) for each \(X_i\) (see the discussion below).

Since the relaxation provides reduced costs, we are
also able to perform reduced-cost filtering (see Focacci
et al. 1999). This technique is employed to filter out
values associated with sub-optimal solutions, which
means eliminating all assignments whose reduced
cost added to the current lower bound exceeds the
upper bound:

\[
LB + \bar{c}_j > UB \implies X_i \neq j, \quad \forall i, j \in \{1, \ldots, n\}
\]

where the upper bound \(UB\) is defined as one less than
the value of the best feasible solution (for costs with
integer values).

The CP models were implemented using the ILOG
Solver 5.2 library and all experimentations were per-
formed on a Intel 1.5 GHz Centrino laptop.

6.2. Cardinality of the Good Set
As mentioned in Milano and van Hoeve (2002), a
clearly important part of the discrepancy-based search
is the separation of domains into \(\mathcal{S}\) and \(\mathcal{B}\) sets.
To choose an efficient separation one must balance
two conflicting objectives: the complexity of the sub-
problems and the tightness of the additive bound. If
the chosen \(\mathcal{S}\) sets are relatively small, then the sub-
problems will have few values and will be easier to
solve. However, the reduced costs associated with the
values in the \(\mathcal{B}\) sets will also be lower, yielding a
weaker second bound and longer proof of optimality.
On the other hand, generating larger \(\mathcal{S}\) sets would
leave larger reduced costs in the \(\mathcal{B}\) sets and increase
the value of the discrepancy bound. Unfortunately,
this would also make each sub-problem much harder
to solve. We have also noted that the difference in per-
formance between counting the \(k\) minimum reduced
costs and solving the \(k\)-AP tends to increase as the
cardinality of the \(\mathcal{S}\) sets decreases, which is probably
due to the presence of many small reduced costs in the \( \mathcal{B} \) sets.

In this application, the sizes of the \( \% \) sets were set to 20\% of the instance size (here five values). Moreover, all values that were less than 20\% greater than the largest value in each \( \% \) were also included into \( \% \), up to a maximum of ten values (40\% of the size). Ongoing work by van Hoeve and Milano (2003) is devoted to these issues.

### 6.3. Enhancing DBS through Additive Bounding

To evaluate the performance of the additive bounding on the DBS, we compared three different approaches: a first approach using only the first AP bound (DBS), the simple implementation of the additive bounding procedure described in §4.1 (Count-RC), and the more complex, and problem-dependent, \((k-AP)\) version of this bound detailed in §4.2 (\(k\)-AP).

We considered 12 problem classes and generated five instances of each, for a total of 55 benchmark problems. Input data for problem generation are available on request. All problems are defined with \( n = 25 \) and all values reported in Tables 1–3 are averaged over the number of problems solved by all methods.

In Tables 1–3 we thus report the name of the class of instances (Name), the number of problems solved within a time limit of 3,600 CPU seconds (nb), the average computing time in seconds (Time), the average maximum number of backtracks (BT), and the average maximum number of discrepancies \((k)\) needed to prove optimality.

Tables 1–3 clearly indicate that discrepancy additive bounding, even in its simplest form, has significant impact on the time and the number of backtracks needed to prove optimality.

When considering all the problems, the Count-RC method reduces the computing time (resp. backtracks) of the search tree needed to prove optimality from a minimum of 34\% (resp. 29\%) to a maximum of 124\% (resp. 131\%) as shown in Table 4. The more sophisticated \(k\)-AP second bound, even though it is more time-consuming, achieves a reduction in the computing time (resp. backtracks) from a minimum of 44\% (resp. 30\%) to a maximum of 126\% (resp. 137\%), thus showing that taking advantage of a special structure

### Table 1 Comparison on the ATSP

<table>
<thead>
<tr>
<th>Name</th>
<th>nb</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>amat</td>
<td>5</td>
<td>0.2</td>
<td>964.8</td>
<td>26.0</td>
<td>0.1</td>
<td>733.2</td>
<td>2.0</td>
<td>0.1</td>
<td>733.2</td>
<td>2.0</td>
</tr>
<tr>
<td>coin</td>
<td>5</td>
<td>21.2</td>
<td>159,642.0</td>
<td>26.0</td>
<td>10.0</td>
<td>75,012.4</td>
<td>4.0</td>
<td>10.0</td>
<td>75,958.6</td>
<td>4.0</td>
</tr>
<tr>
<td>crane</td>
<td>5</td>
<td>3.4</td>
<td>29,243.0</td>
<td>26.0</td>
<td>2.5</td>
<td>19,681.0</td>
<td>3.6</td>
<td>2.5</td>
<td>19,610.8</td>
<td>3.6</td>
</tr>
<tr>
<td>disk</td>
<td>5</td>
<td>0.7</td>
<td>9,248.4</td>
<td>26.0</td>
<td>0.8</td>
<td>8,671.4</td>
<td>11.6</td>
<td>0.8</td>
<td>8,671.4</td>
<td>11.6</td>
</tr>
<tr>
<td>rect</td>
<td>5</td>
<td>2.9</td>
<td>24,090.8</td>
<td>26.0</td>
<td>1.8</td>
<td>13,618.2</td>
<td>2.6</td>
<td>1.8</td>
<td>13,800.6</td>
<td>2.6</td>
</tr>
<tr>
<td>rtilt</td>
<td>5</td>
<td>4.4</td>
<td>37,839.6</td>
<td>26.0</td>
<td>3.2</td>
<td>24,063.8</td>
<td>3.4</td>
<td>4.0</td>
<td>23,842.4</td>
<td>3.4</td>
</tr>
<tr>
<td>shop</td>
<td>5</td>
<td>3.8</td>
<td>29,673.2</td>
<td>26.0</td>
<td>4.6</td>
<td>29,660.8</td>
<td>13.6</td>
<td>4.6</td>
<td>29,660.6</td>
<td>13.4</td>
</tr>
<tr>
<td>smat</td>
<td>5</td>
<td>0.2</td>
<td>881.8</td>
<td>26.0</td>
<td>0.1</td>
<td>687.0</td>
<td>1.8</td>
<td>0.1</td>
<td>687.0</td>
<td>1.8</td>
</tr>
<tr>
<td>stilt</td>
<td>5</td>
<td>3.1</td>
<td>22,244.8</td>
<td>26.0</td>
<td>3.2</td>
<td>17,420.0</td>
<td>3.6</td>
<td>3.0</td>
<td>17,380.6</td>
<td>3.4</td>
</tr>
<tr>
<td>super</td>
<td>5</td>
<td>0.1</td>
<td>829.6</td>
<td>26.0</td>
<td>0.2</td>
<td>814.2</td>
<td>10.6</td>
<td>0.2</td>
<td>814.2</td>
<td>10.6</td>
</tr>
<tr>
<td>tmat</td>
<td>4</td>
<td>85.7</td>
<td>784,600.5</td>
<td>26.0</td>
<td>59.9</td>
<td>505,721.0</td>
<td>6.2</td>
<td>53.1</td>
<td>437,560.7</td>
<td>6.0</td>
</tr>
<tr>
<td>tsmat</td>
<td>4</td>
<td>124.8</td>
<td>1,199,097.7</td>
<td>26.0</td>
<td>86.4</td>
<td>696,212.0</td>
<td>5.2</td>
<td>72.2</td>
<td>555,324.0</td>
<td>5.2</td>
</tr>
</tbody>
</table>

### Table 2 Comparison on the LAP

<table>
<thead>
<tr>
<th>Name</th>
<th>nb</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>amat</td>
<td>5</td>
<td>0.6</td>
<td>2,575.0</td>
<td>26.0</td>
<td>0.3</td>
<td>1,724.0</td>
<td>2.4</td>
<td>0.3</td>
<td>1,724.0</td>
<td>2.4</td>
</tr>
<tr>
<td>coin</td>
<td>4</td>
<td>49.7</td>
<td>171,812.2</td>
<td>26.0</td>
<td>7.4</td>
<td>23,970.0</td>
<td>2.2</td>
<td>7.2</td>
<td>23,017.7</td>
<td>2.2</td>
</tr>
<tr>
<td>crane</td>
<td>5</td>
<td>16.4</td>
<td>63,501.4</td>
<td>26.0</td>
<td>4.9</td>
<td>18,292.8</td>
<td>3.4</td>
<td>4.9</td>
<td>18,042.8</td>
<td>3.4</td>
</tr>
<tr>
<td>disk</td>
<td>5</td>
<td>2.4</td>
<td>6,942.2</td>
<td>21.0</td>
<td>0.6</td>
<td>2,149.4</td>
<td>11.6</td>
<td>0.6</td>
<td>2,029.0</td>
<td>11.6</td>
</tr>
<tr>
<td>rect</td>
<td>5</td>
<td>230.6</td>
<td>747,451.2</td>
<td>26.0</td>
<td>49.0</td>
<td>164,336.8</td>
<td>4.4</td>
<td>47.0</td>
<td>155,428.6</td>
<td>4.2</td>
</tr>
<tr>
<td>rtilt</td>
<td>5</td>
<td>211.1</td>
<td>727,246.4</td>
<td>26.0</td>
<td>46.9</td>
<td>140,091.2</td>
<td>5.0</td>
<td>44.9</td>
<td>138,407.6</td>
<td>5.0</td>
</tr>
<tr>
<td>shop</td>
<td>5</td>
<td>18.9</td>
<td>6,634.2</td>
<td>28.0</td>
<td>7.1</td>
<td>20,258.4</td>
<td>4.4</td>
<td>6.3</td>
<td>20,422.8</td>
<td>4.4</td>
</tr>
<tr>
<td>smat</td>
<td>5</td>
<td>90.9</td>
<td>354,681.6</td>
<td>26.0</td>
<td>20.7</td>
<td>73,765.4</td>
<td>3.2</td>
<td>19.3</td>
<td>67,899.2</td>
<td>3.2</td>
</tr>
<tr>
<td>stilt</td>
<td>5</td>
<td>31.0</td>
<td>99,590.0</td>
<td>26.0</td>
<td>13.3</td>
<td>40,381.4</td>
<td>4.8</td>
<td>13.0</td>
<td>38,840.2</td>
<td>4.8</td>
</tr>
<tr>
<td>super</td>
<td>5</td>
<td>8.7</td>
<td>41,010.0</td>
<td>21.0</td>
<td>6.5</td>
<td>28,430.4</td>
<td>2.0</td>
<td>6.6</td>
<td>28,365.6</td>
<td>2.0</td>
</tr>
<tr>
<td>tmat</td>
<td>5</td>
<td>4.7</td>
<td>18,132.4</td>
<td>21.0</td>
<td>1.9</td>
<td>7,377.2</td>
<td>4.8</td>
<td>1.8</td>
<td>7,117.2</td>
<td>4.8</td>
</tr>
<tr>
<td>tsmat</td>
<td>5</td>
<td>254.6</td>
<td>851,003.0</td>
<td>26.0</td>
<td>252.2</td>
<td>829,810.2</td>
<td>4.4</td>
<td>255.7</td>
<td>828,933.8</td>
<td>4.4</td>
</tr>
</tbody>
</table>
relaxation (in this case the AllDifferent constraint) may be worth the effort.

If we compare the two implementations of the additive bounding idea, we notice that the approach using the k-AP version generally needs fewer discrepancies (k) to prove optimality. This indicates that the lower bounds obtained by this method are higher, which not only allows us to reduce the value of k but also allows a more effective pruning of each sub-problem search tree (which translates in a reduced number of backtracks).

### 6.4. Different Ways of Coping with the k-Discrepancy Constraint

We compared the performance of the best algorithms of the previous section, i.e., the DBS using the k-AP additive relaxation, with the two different approaches discussed in §3.2: the approach taking into account the k-discrepancy constraint via linear relaxation (linear AP) and the Lagrangean approach (Lagrangean AP).

Tables 5–7 report the results of such a comparison on ATSP, LAP, and RCAP, respectively.

Table 5–7 clearly show that, when the AllDifferent constraint is considered, the additive bounding technique to cope with the k-discrepancy constraint performs, in general, better in terms of computing time and number of solved instances than the competitors. As expected, the linear-AP approach gives the best bound, thus corresponding in the smallest values for k in all tables. Also the Lagrangean-AP approach gives slightly better values of k with respect to the k-AP approach.

However, for both linear-AP and Lagrangean-AP this improvement of the bound does not correspond to shorter computing times and to fewer backtracks. Solving LPs is in general more expensive in terms of computing time, while, with respect to the number of backtracks, the cost-based propagation associated with pure APs makes the difference by allowing many more reductions in the variables’ domains. Finally, the optimal multiplier computed in step (b) of the Lagrangean procedure outlined in §3.2 unfortunately does not remain optimal during the exploration of the sub-tree associated with a fixed value of k, thus penalizing the method. (For a detailed discussion on optimality of the Lagrange multipliers, see Focacci et al. 2002.)

### 6.5. Hybrid DFS

As discussed in §3, the additive-bounding technique enhances the capability of DBS to prove optimality. An alternative method would be to use DBS in the early stages, i.e., with small values of k, to find good solutions quickly, and then switch to depth-first search when the incumbent solution seems to be “good enough” in the attempt to prove faster that the unique remaining sub-tree is empty. A natural question concerns the comparison of our proposed method with this hybrid DFS algorithm. Thus, we tested two versions of the latter, namely a version in which the initial algorithm is the standard DBS, say H1-DFS, and another in which the initial algorithm is instead the DFS with k-AP (our best approach), say H2-DFS. Concerning the threshold in which the algorithms switch to DFS, preliminary computational experiments suggested k ≥ 5, which guarantees both a fast initial convergence to good quality solutions and the benefit of a depth first search. An adaptive method to select such a breakpoint could be effective.
Such a method could be based on the gap between lower and upper bounds.

The results of those tests confirm that the additive-bounding approach enhances the capability of DBS to prove optimality. In particular, H1-DFS is consistently worse than our best approach k-AP both in terms of the number of backtracks and computing times. The percent deterioration of the computing times is in the range [24%, 92%], proving that the remaining sub-tree that DFS has to explore is still rather large. Algorithm H2-DFS is instead comparable with our best approach in most instances, thus showing that the additive bounding idea can further hybridize such a hybrid DBS and DFS algorithm, and it is a viable way of solving combinatorial optimization problems.

7. Remarks, Extensions, and Conclusions

Some remarks concerning traditional LDS techniques, and extensions of the AB technique are discussed in the next two sections, respectively. Finally, some conclusions are drawn in the last section.

7.1. Application to Traditional LDS

The discrepancy-based additive bounding presented in this paper can also be applied to the general LDS framework, when one counts one discrepancy for each right-hand branch taken in the search tree. Given that all the values in the domains are ordered, that \( p_{ij} \) is the position of value \( j \) in \( X_i \)'s domain (first position being 0), and that \( x_{ij} \) takes value 1 when \( X_i \) is set to value \( j \), the following equation can replace the discrepancy constraint (6):

\[
\sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{X}_i} p_{ij} x_{ij} = k.
\]

Preliminary results are disappointing, again because there are too many small reduced costs (many of value 0) in the discrepancy branches. This means that, except for very high values of \( k \), the discrepancy lower bound is either null or very small. Since traditional LDS can be compared to DBS where the cardinality of the % sets is 1 (van Hoeve and Milano 2003), the preliminary tests performed confirm the issue raised discussing the cardinality of good sets in §6.

Table 5 Additional Comparison on the ATSP

<table>
<thead>
<tr>
<th>Name</th>
<th>nb</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>amat</td>
<td>5</td>
<td>0.1</td>
<td>733.2</td>
<td>2.0</td>
</tr>
<tr>
<td>coin</td>
<td>5</td>
<td>10.0</td>
<td>73,958.6</td>
<td>4.0</td>
</tr>
<tr>
<td>crane</td>
<td>5</td>
<td>2.5</td>
<td>19,610.8</td>
<td>3.6</td>
</tr>
<tr>
<td>disk</td>
<td>5</td>
<td>0.8</td>
<td>8,671.4</td>
<td>11.6</td>
</tr>
<tr>
<td>rect</td>
<td>5</td>
<td>1.8</td>
<td>13,600.6</td>
<td>2.6</td>
</tr>
<tr>
<td>ritt</td>
<td>5</td>
<td>4.0</td>
<td>23,842.4</td>
<td>3.4</td>
</tr>
<tr>
<td>shop</td>
<td>5</td>
<td>4.6</td>
<td>29,660.6</td>
<td>13.4</td>
</tr>
<tr>
<td>smat</td>
<td>5</td>
<td>0.1</td>
<td>687.0</td>
<td>1.8</td>
</tr>
<tr>
<td>still</td>
<td>5</td>
<td>3.0</td>
<td>17,380.6</td>
<td>3.4</td>
</tr>
<tr>
<td>super</td>
<td>5</td>
<td>0.2</td>
<td>814.2</td>
<td>10.6</td>
</tr>
<tr>
<td>tmat</td>
<td>4</td>
<td>53.1</td>
<td>437,560.7</td>
<td>6.0</td>
</tr>
<tr>
<td>tsmat</td>
<td>4</td>
<td>72.2</td>
<td>555,324.0</td>
<td>5.2</td>
</tr>
</tbody>
</table>

Table 6 Additional Comparison on the LAP

<table>
<thead>
<tr>
<th>Name</th>
<th>nb</th>
<th>Time</th>
<th>BT</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>amat</td>
<td>5</td>
<td>0.3</td>
<td>1,274.0</td>
<td>2.4</td>
</tr>
<tr>
<td>coin</td>
<td>4</td>
<td>7.2</td>
<td>23,017.7</td>
<td>2.2</td>
</tr>
<tr>
<td>crane</td>
<td>5</td>
<td>4.9</td>
<td>18,042.8</td>
<td>3.4</td>
</tr>
<tr>
<td>disk</td>
<td>5</td>
<td>0.6</td>
<td>2,029.0</td>
<td>11.6</td>
</tr>
<tr>
<td>rect</td>
<td>5</td>
<td>47.0</td>
<td>155,428.6</td>
<td>4.2</td>
</tr>
<tr>
<td>ritt</td>
<td>5</td>
<td>44.9</td>
<td>138,407.6</td>
<td>5.0</td>
</tr>
<tr>
<td>shop</td>
<td>5</td>
<td>6.3</td>
<td>20,422.8</td>
<td>4.4</td>
</tr>
<tr>
<td>smat</td>
<td>5</td>
<td>19.3</td>
<td>67,899.2</td>
<td>3.2</td>
</tr>
<tr>
<td>still</td>
<td>5</td>
<td>13.0</td>
<td>38,840.2</td>
<td>4.8</td>
</tr>
<tr>
<td>super</td>
<td>5</td>
<td>6.6</td>
<td>28,365.6</td>
<td>2.0</td>
</tr>
<tr>
<td>tmat</td>
<td>5</td>
<td>1.8</td>
<td>7,117.2</td>
<td>4.6</td>
</tr>
<tr>
<td>tsmat</td>
<td>5</td>
<td>255.7</td>
<td>828,933.6</td>
<td>4.4</td>
</tr>
</tbody>
</table>
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ately recalls additive bounding techniques. Indeed, the CP modeling and solving framework based on global constraints immediately becomes customary when the problems to be solved involve an optimization component that is not negligible, like TSP and its variants.

The challenge, though simple, is that the use of AB techniques is generally corresponding to global constraints) can be represented by linear constraints, but at the same time it is somehow limited by the fact that the additive-bounding approach can become a powerful option. globa l constraints are generally overlapping because they capture different but interconnected aspects of the overall problem. It is often the case, e.g., that more than one AllDifferent constraint is used in the same model, and it is easy to see that our technique would use them one after the other before eventually exploiting the search constraint(s). Every time well-understood combinatorial sub-structures (generally corresponding to global constraints) can be exploited through special-purpose techniques, the additive-bounding approach can become a powerful option.

### 7.2. Extensions: Global Constraints and Search Strategies

It is important to notice that application of the additive-bounding framework in the CP context is not limited to interaction between a single global constraint and the search strategy. Indeed, ABP, as outlined in Figure 1, can be naturally applied to a sequence of structured relaxations corresponding to several global constraints. In other words, the link between search and bound described in this paper is not the only context that can benefit from the additive-bounding technique.

#### 7.2.1. Additive Bounding with More Global Constraints

It seems that the additive bounding technique should indeed be revisited in the CP context where the solution of combinatorial relaxations through special-purpose (generally incremental) algorithms is often preferred to the solution of large linear programs. For example, in the case of the ATSP, a sensible way of obtaining a strong lower bound is applying ABP to the sequence of AP and minimum-spanning-tree relaxations (see Fischetti and Toth 1992 for details). Such an approach proved effective in the ILP setting (Fischetti and Toth 1992) but was later outperformed by sophisticated branch-and-cut techniques exploiting polyhedral studies and the effectiveness of current LP solvers (see Fischetti et al. 2002 for details). However, CP solvers are generally designed to make very limited use of cutting planes and LP relaxations because propagation algorithms, constraint satisfaction, and clever enumeration techniques are their basic ingredients. Thus, a quick way of generating effective and efficient bounds is preferred and becomes customary when the problems to be solved involve an optimization component that is not negligible, like TSP and its variants.

The other hand, the CP modeling and solving framework based on global constraints immediately recalls additive bounding techniques. Indeed, global constraints are generally overlapping because they capture different but interconnected aspects of the overall problem. It is often the case, e.g., that more than one AllDifferent constraint is used in the same model, and it is easy to see that our technique would use them one after the other before eventually exploiting the search constraint(s). Every time well-understood combinatorial sub-structures (generally corresponding to global constraints) can be exploited through special-purpose techniques, the additive-bounding approach can become a powerful option.

#### 7.2.2. Additive Bounding with Different Search Techniques

Finally, the link between search and bound described in this paper is not limited to DBS. We think that, though simple, the use of AB techniques to improve a combinatorial relaxation in the presence of discrepancy constraints is the first non-trivial idea in the direction of such a link. It can be applied in all cases in which the sub-trees can be represented by linear constraints, but at the same time it is somehow limited by the fact that the additive-bounding approach is worth using only if the relaxation involving the search constraints allows a combinatorial solution, i.e., a solution method not relying on general-purpose LP methods. Two examples in this direction are no-good recording and local branching (see Dechter 1999 and Fischetti and Lodi 2003, respectively, for details).

No-gooods are configurations of assignments that cannot lead to any consistent solution. Therefore, it is quite easy to express such configurations with linear constraints. For example, if the no-good contains the configuration \((X_1, X_2, X_3) = (1, 4, 6)\) involving CP variables/values, the corresponding linear constraint is \(x_{11} + x_{24} + x_{36} \leq 2\). As soon as no-gooods are discovered during the search tree, they can be added to the linear relaxation or considered in the additive-bounding procedure. The challenge,
however, is finding a combinatorial relaxation that contains those no-goods and can be efficiently solved. Local branching, instead, is a complete search method that explores sub-trees representing neighborhoods of a feasible incumbent solution: the neighborhood is defined similarly to the $k$-discrepancy constraint by allowing that at most $k$ assignments of the incumbent solution be changed. Again, each search constraint (i.e., each neighborhood) can be easily represented through a linear constraint, and the link between search and bound can be implemented, with the additive bounding technique being preferable if a combinatorial relaxation is available. This is trivially the case if the neighborhood “at most $k$” is explored through LDS techniques, i.e., with $k$ “equality” constraints.

### 7.3. Conclusion

In this paper we have demonstrated that the additive-bounding procedure can be used to accelerate the proof of optimality significantly in a DBS framework. In this way, the additive-bounding technique has been used to build a first non-trivial link between search and bound.

In particular, the case where the AllDifferent is an important part of the model has been studied and two different additive bounds where proposed and computationally evaluated.

It is important to notice that application of the additive bounding framework in the CP context is not limited to interaction between a single global constraint and the search strategy. Indeed, ABP can be applied to a sequence of structured relaxations corresponding to several global constraints and eventually linked to other suitable search strategies.

An extensive use of the additive bounding framework in CP and its application to real-world and complex problems for which CP is an efficient solution method is the topic of future research.
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